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THE CONTROL OF ATTENTION

TABLE 1

AMOUNT AND AMPLITUDE OF GALVANIC SKIN RESPONSES OVER TRIAL BLOCKS FOR SUBJECTS

121

Response Amplitude
(%) (kD)

Group

Trials Trials Trials Trials Trials Trials
1-7 8-14 15-21 1-7 8-14 15-21

0:>

Xorrnal (14) 63 54 43 3.0 2.9 3.2
Hippocarnpectomy (7) 71 0 700 62 5.90 5.80 3.5
Arnygdalectorny (6)

I
Hyperresponsive (2) 90· 50 40 11.40 4.30 1.9
Hyporesponsive (4) 150 000 00· 2.0 - -

No/e. "umber of subjects in each group appear in parentheses following the group.
• p < .05.

posite in function, is most likely related to
the orbitofrontal cortex which has been
shown to be the rostral pole of an extensive
inhibitory pathway (Kaada, Pribram, & Ep­
stein, 1949; Pribram, 1961; Sauerland &
Clemente, 1973; Skinner & Lindsley, 1973;
Wall & Davis, 1951). These data relate
to the early descriptions of the behavior of
amygdalectomized animals (Pribram & Bag­
shaw, 1953) which focused on the fact that
while the majority were tame, unresponsive
to threat, and nonaggressive, the opposite
finding was also occasionally observed (e.g.,
Rosvold, Mirsky, & Pribram, 1954), and
more recent behavioral studies by Ursin and
Kaada (1960) using restricted lesions and
electrical stimulations have confirmed the
stiggestion that at least two more or less
reciprocal systems can be identified in the
amygdala.

Attentiol1al Control of the Arousal System

The presence of reciprocal systems sug­
gests the existence of a locus upon which
they converge, a locus which, from anatom­
ical considerations (Pribram & Kruger,
1954), is most likely to be found in the
hypothalamic regions of the brain stem.
This suggestion is supported by microelec­
trode evidence at the spinal cord level
(Groves & Thompson, 1970) which indi­
cates that the origin of the desynchronizing
mechanisnl' leading to orienting may be lo­
calized to the medial parts of the spinal cord
where the visceroautonomic outflow orig­
inates. The neurons that respond during
orienting are likely to have derived their

input from locations near the visceroauto­
nomic regulating mechanisms. This is borne
out both by the results of electrical stimula­
tions of the hypothalamus (noted above),
the amygdala (Gastaut, 1953, 1954), andre­
lated cortical areas (Wi1cott, in press).
Thus, not only can the visceroautonomic
components of orienting be sharply distin­
guished from the somatomotor components,
but their role in the orienting mechanism ap­
pears to be primary.

The fact that the two amygdala systems
are reciprocal, one facilitating, the other
inhibiting arousal, suggests a controlling,
modulating mechanism and is in accord with
evidence on other control functions of the
amygdala and related structures. Injections
of carbachol into the appropriate hypo­
thalamic site will initiate drinking; such in­
jections into the amygdala have no effect
unless the animal is already drinking, in
which case the amount of drinking becomes
proportional to the amount of carbachol in­
jected in an exquisitely accurate relationship
(Russell, Singer,Flanagan, Stone, & Rus­
sell, 1968). The fr011toamgydala influence
can be conceived as a finely tuned determi­
nant controlling visceroautonomic arousal
initiated by the hypothalamic mechanism
during orienting. It is as if in the absence
of the frontoamygdala systems, the animal
would fail to control his drinking behavior:
Once )5tarted he would drink under circum­
stances in which others would stop. This is
exactly what happens-and more. Both eat­
ing' and drinking are controlled in this
fashion-not only their cessation but also
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re~pon~t's w movt'mellts or !() "hock. \\hen
thre"hold for shock "'as measured. iront:!1
lobectomized ~ Grueninger .\: Grncninger .
1973) and nonresponsive am)'gcialenomized
subjects. ,,"ere found to have. if anything- .
greater sensitivity (see Figure 4'). Specifi­
cally. these mc'nkeys frequently t'roduced a
maximal number aed amplitude of re:-ponse:::
to intensities that produced very little or no
reaction in normal subjects.

This leaves 1:0 doubt that the peripheral
response mechanism remains intact. ~ either
a change in sensory sensitivity.. nor an al­
tered peripheral response mechanism can ac­
count for the effects of frontal and 3m)'gdala
lesions on the orienting reaction. The crit­
ical influence exerted by these forebrain
structures appears to relate to arousal in­
duced registration of input effecting changes
in the organization of central mechanisms.

Certain changes relate to the finding that
despite reactivity to shock. the amygdalec­
tomized and frontally lesioned subjects have
fewer "spontaneous gah"anic skin responses"
during the shock sessions, suggesting an al­
tered base le\'el. So far. we have referred
to phasic changes in the initial period of
(,bsen-ation. "'hich often reach asymptote
\\"ithin three to five stimulus presentations.
However. while behm"ioral and some elec­
trocortical responses appear to be normal
during orienting, after frontal and amygdala
lesions (Bagshaw & Benzies. 1968; Schwartz­
Lawn et a!.. 1961) the background Ine] of
these respoll5es is lo\\"er than for controls.
F or example, ear flickir.g is practically ab­
sent during interstimulus internls (Bag­
sha,,' & Benzies. 1968). and while electro­
myographic respnnses (lCCUr with normal
latency. the amplitude of these resp0nses is
uJnsiderabh" reduced (Pribram, Reitz. ~Ic­

Xeil. & 5p~vack. 1974) .
.-\ccompanying the reduction in baseline of

phasic responses. a striking tonic psycho­
physiological effect followed amygdalectomy.
This was the finding of a paradoxically ele­
yated basal heart rate (Bagshaw & Benzies,
1%.>:t: Pribram et a!.. 1974). The paradox
has been clarified by experimental results
(,btained by Elliott" (Elliott, Bankart. &
Light. 1970) in which he found that novel
input had little effect on tonic heart rate or
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their initiation (Fuller, Rosvold, & Pribram,
1957).
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FIGL"RE 4. Top: Curyes oj percentage of galvanic
skin response generated by three runs of stimuli
in ascending and descending intensity (in map) by
the amygdaleclOmized (A~{) and control (X)
groups. Bottom: A finer breakdown oj stimulus
yalues from .I to 1.0 rnA. pooled ascending and
descending yalues. (From "Effect oj Amygdalec·
tomy on Stimulus Threshold of the Monkey" by M.
H. Bagshaw and J. D. Pribram, Experimental
N rwalop.\'. )963. 20. 197-202. Copyright 1968 by
Academic Press. Reprinted by permission.)

..

SCIIsitivity and Registratioll

The question arises as to the significance
for the orienting reaction of the "isceroauto­
nomic components per se. The absence of
visceroautonomic reactivity during orienting
could result simply from lowering the sensi­
tivity of the organism to stimulation. How­
ever. resectior.s of frontal cortex (Grueninger.
Kimble. Grueninger, & Levine. 1965) or of
the amygdala (Bagshaw and Coppock. 1968;
!\1cXeil, 1972) do not abolish galvanic skin
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had an effect (deceleratory) opposite to ex­
pectations. However, response factors and
incentive factors (reinforcing consequences)
had strong accelerating effects. Thus, arousal,
though it may produce a brief initial phasic
acceleration (Obrist, Wood, & Perez-Reyes,
1965), leads more often to tonic heart rate
deceleration, which is indicative of activation,
a process detailed in the next section. In
short, the monkeys with absent arousal reac­
tions are consistent in showing an elevated
tonic heart rate. As Elliott's data indicate,
and as will be detailed in the last section
of this article, elevated tonic heart rate is
manifest \\'hen the situation demands "ef­
fort" on the part of the organism.

The effects of amygdalectomy can be in­
terpreted as follows: Because the specific
controls on arousal are removed, behavioral
arousal fails to lead to the registration of the
situation by altering the neuronal model but
results in nonspecific defensive "effort" to
cope with the situation. This defense reac­
tion is characterized by an attempt to shut
off further input (see Pribram, 1969), and
is reflected in an elevated heart rate and
other changes indicative of a lack of readi­
ness to respond meaningfully to the input.
Thus "effort" is manifest in the absence of
readiness. This interpretation is borne out
by the results of an experiment in which in­
fant kittens were raised in isolation. When
examined at the age of 6 months their
visceroautonomic and endocrine reactivity in
orienting experiments was essentially similar
to that of amygdalectomized subjects: They
had not learned to cope with situations and
thus showed. the "defensive" syndrome sug­
gestive of considerable "effort" (Konrad &
Bagshaw, 1,970).

Summary

Studies relating brain function and the
orienting reaction to sensory input have
pointed to the presence of a system of
neurons responding to the amount 'of input
to them by maintaining or incrementing
their activity. This core system of neurons
extends from the spinal cord through the
brainstem reticular formation, including hy­
pothalamic sites. and lies in close proximity
to those responsible for the engenderment of

visceroautonomic responses. By way of its
diffuse connections, this system is responsible
for the more ubiquitous "arousal" responses
recorded throughout the brain concomitant
with orienting. Forebrain control over this
corebrain arousal system ~s exerted by re­
ciprocal facilitatory and inhibitory circuits
centered on the amygdala. These circuits
control the onset and duration of neural
arousal much as they control the onset and
duration of visceroautonomic and appetitive
responses.

Our interpretation of the relationship be­
tween the lack of visceroautonomic responses
to orienting and the failure to habituate be­
haviorally has been to suggest that a defi­
ciency is produced in the more ubiquitous
central mechanism by which organisms "reg­
ister" input.. When such failure in registra­
tion occurs, the organism's nervous system
is temporarily swamped by the arousing in­
put and reacts defensively to shut out all
further input and thus leads to automatisms.
This interpretation fits the clinical picture
of the amnestic states (deja vu and jamais
vu) and the automatisms occurring during
psychomotor seizures produced by epileptic
lesions in the region of the amygdala. There
is also considerable congruity between this
interpretation and those of Mednick and
Schulsinger (1968) and of Venables (Gruze­
lier & Venables. 1972) in their report of two
classes (galvanic skin responders and non­
responders) of patients diagnosed as schizo­
phrenic. However, the interpretation also
suffers from the difficulties that plague un­
derstanding of these clinical syndromes:
How do disturbances of registration in im­
"mediate awareness influence subsequent re­
trieval ? This will be discussed further in
the following sections.

VIGILANT ATTENTION. EFFORT, AND THE

CONTROL OF ACTIVATION

The interaction between behaving organ­
isms and their environment is not one-sided.
The organism is not just a switchboard for
incoming stimulation. Rather, the essence
of behaving organisms is that they are spon­
taneously active, generating changes in the
environment often by way of highly pro­
grammed, that is, serially ordered, responses
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(Miller, Galanter, & Pribram, 1960; Pri­
bram, 1960b, 1962, 1963, 1971). These or­
:ganizations of behavior must involve the con­
struction of neuronal models in at least two
'ways: (a) control of the somatomotor sys~

tem which effects the responses and (b)
feedback from the outcomes (reinforcing
consequences) of the behavior. Sherrington
( 1955), in discussing central representations,
framed the issue in terms of whether the
organism is intending to do something about
the stimulus variables in the situation. In
a review of the evidence Germana (1968,
1969) suggested that an'y central representa­
tion or "neuronal model" must include such
"demand" characteristics. Thus he proposes
that Pavlov's "What is it?" reaction (which
we have called "arousal," the registration of
input in awareness) may not occur unless
there is also a "What's to be done?" reac­
tion. As we shall see, our analysis would
suggest that both reactions occur and that
they can be distinguished: registering input,
indicating "What is it ?", and vigilant readi­
ness signaling "What's to be done?" Strictly
behavioral analyses have led to a similar dis­
sociation. I The early studies of Lawrence
(1949. 1950) and the more recent work of
Broadbent and Gregory (reviewed by Broad­
bent, 1971) are perhaps the best known in
terms of independent manipulations of stim­
ulus set and of response set.

Contingent Negative Variation
and Activation

The simplest situation which demands that
responses become serially organized is one
in which two successive input signals are
separated by an interval. The first input
signals the organism to become ready to
make a response to the second which deter­
mines the outcome. A large body of data
has been gathered in this situation, using
slow changes in brain electrical activity such
as the contingent negative variation (CNV)
(Walter, Cooper, Aldridge, McCallum, &
'Winter, 1964) and tonic changes in heart
rate. Lacey and Lacey (1970) have estab­
lished a correlation between the amplitude
of CKV and heart rate deceleration. (]. 1.
Lacey and B. C. Lacey, 1974, and Malmo and
Belanger, 1967, distinguish between their 1-

minute-long changes in heart rate and "en­
during" changes in background level. We
shall call both of these "tonic" in the present
review, though it is possible that the shorter
changes are related to activation while more
enduring leyels of heart rate reflect effort.)

The CNV was originally proposed to re­
flect an e.,"pectancy developed when a specific
response was contingent on mvaiting the sec­
ond of two stimuli. This would suggest that
the CNV reflects another central event in­
dicating that an input is about to be matched
to the organism's neuronal model., However,
other workers suggested that the negative
6hift in potential reflects intended motor ac­
tivity (e.g., Kornhuber & Deecke, 1965;
Vaughan, Costa, & Ritter, 1968). Still
others (Weinberg, 1972; Donchin, Ger­
brandt, Leifer, & Tucker, 1972) demon­
strated that a CNV occurs whether or not
an overt motor or even a discriminative re­
sponse is required, provided some set or ex­
pectancy is built into the situation. Such
sets do, of course, demand postural motor
readiness. Weinberg (1972), for instance,
has shown that in man the CNV continues
until feedback from the consequences of re­
inforcement of the response occurs, and sim­
ilar evidence has been obtained in monkeys
(Pribram, Spinelli, & Kamback, 1967). In
a review of the CNV literature, Tecce
(1972) suggests that three types of negative
potentials interact depending upon the de­
mands of the experiment: (a) CNV due to
expectant attentional processes; (b) the mo­
tor readiness potential signaling intention to
act; and (c) more or less "spontaneous"
shifts whose occurrence cannot yet be at­
tributed to specific task situations. This clas­
sification though consonant with results from
a series of studies (Donchin. Otto. Ger­
brandt, & Pribram, 1971, 1973) does not in­
dicate the full diversity of the CNV. Re­
cordings were made from several cortical
locations under a variety of vigilance condi­
tions. These studies showed that sites which
produced transcortical negative variations
(TNVs) depended upon the type of vigilance
task. Thus, frontal TNVs are recorded only
early in a task and when the task is changed;
motor negative potentials are recorded only
in anticipation of the necessity to make an
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overt response; postcentral negative poten­
tials are largest when the organism must
hold a response (continuously depress a
lever) until a signal to release it occurs;
and special sensory systems respond to their
specific inputs (Pribram, 1971). The TNV
appears to be an indication of either arousal
or activation of the brain tissue from which
it is recorded.

Sustained. tonic changes in potential have
also been noted in subcortical negative poten­
tial shifts recorded in animals by Rebert
(1972. 1973. in press) and in man by Grey
Walter (1967) and by Haider (1~70). It
is as yet too early to characterize the mean­
ing of such shifts for every location, but in
general, it appears that negativity develops
whenever a portion of brain tis'sue is main­
taining a readiness for processing. This con­
clusion is also reached by Hillyard (1973)
in an analysis of the C;\V and human be­
havior. Hillyard also notes, in line with our
anah·sis. that brainstem controls on overall
cerebral negativity exist. We therefore will
distinguish between the term TNV (multi­
ple local readiness of cerebral tissues) and
CT\T (controls on these local potential
shifts) .

At the end of the negati\'ity, if and when
the organism actually begins to do some­
thing. a sharp positive deflection is usually
obsernd. and this positivity has been related
to consummator\' behavior (Clemente. Ster­
man. & \Vyrwicke. 1964) and to a sharp in­
crease in power both in the alpha (8-12 Hz)
and theta (4-8 Hz) ranges (Grandstaff,
1969) in the visual cortex. It remains to
distinguish between the TNV that occurs as
a function of arousal, and the desynchroni:::a­
tion which produces a decrease of power in
the alpha and theta frequency range while ac­
companied by the negativity shifts of activa­
tion.

Go and Stop Mechanisms

Preliminary evidence (Rebert, 1972;
Walter, 1967) suggests that a source con­
trolling CNVs indicative of activation may
be located somewhere in the region of the
rlorsal thalamus and basal ganglia of the
forebrain because the polarity of slow activ­
ity is similar in hypothalamic and cortical

leads but shows a reversal in the depths of
the brain. This evidence fits that obtained
from a host of studies concerning the role of
hypothalamic and mesencephalic (reticular)
mechanisms in initiating and terminating be­
havior. Miller, Galanter, and Pribram
( 1960) initially proposed, on the basis of
clinical evidence, that corebrain mechanisms
are primary in initiating and terminating
behavior, reflecting fundamental behavioral
systems. Mandler (1964) has extensively'
investigated the arousing consequences of
the interruption of behavior obtaining psy­
chophysiological evidence of arousal in hu­
mans interrupted while performing tasks.
Pertinent neurobehavioral studies have been
interpreted in terms of "go" and "stop" pro­
cesses by Pribram (1971, chaps. 9, to, 11).

At the brainstem level, reciprocal processes
exist: a "stop" mechanism that, when stim­
ulated. generates arousal (affect) and is de­
pendent on satiety monitors in the more
medial hypothalamic areas. This system,
according to recent neurochemical evidence
(reviewed by Pribram, 1971), is primarily
serotonergic. In addition, there is a "go"
mechanism which converges onto the far­
lateral hypothalamic region which is not
composed of cells but of fiber tracts such as
the median forebrain bundle and others per­
pendicular to it. The data. from the studies
recording deep-lying C)JVs. suggest the hy­
pothesis that we look for the control of the
"go" process in the basal ganglia which give
rise to many of the fiber tracts that make up
the far lateral hypothalamic crossroads. Re­
cently completed studies substantially sup­
port this hypothesis. Ungerstedt (1974)
and Fibiger, Phillips, and Clouston (1973)
have independently demonstrated effects
irlentical to those obtained by Teitelbaum
(Teitelbaum & Epstein. 1962) for lateral
hypothalamic syndrome by interfering with
the dopaminergic system of neurons connect­
ing the substantia nigra with the basal
ganglia.

r.;ncoltpling of Stimulus and Respollse

Thus at both the cortical and the brain­
stem levels arousal and activation can be
distinguished; arousal as a phasic reaction
to input and activation as a tonic readiness
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FIGURE 5. Bar graph showing the time taken to
attain half recovery to baseline of the visceroauto­
nomic perturbation measured as an electrodermal
response (galvanic skin response, GSR). (Small,
1-2 Kohms, and large, 2-4 Kohms, perturbations
are treated separately since amplitude of response
has an obvious effect on recovery time. See also
Table 2.)

to respond. Yet, under many circumstances
the two reactions appear to be yoked: at the
cortex by the TNV and in the hypothalamic
l"egion by the reciprocity of the "stop" and
"go" mechanisms. In such situations they
~hare the function of reflexly coupling input
10 output, stimulus to response. In the ab­
~ence of controlled arousal and activation,
behaving organisms would be constantly
aroused by their movements and moved by
arousing inputs. There must be some pro­
cess that involves both arousal and activa­
tion which allows the uncoupling to take
place. This process is habituation, which we
have seen to be critical in the development of
the neuronal model. Action generated in­
puts (the outcomes of actions, their reinforc­
ing consequences) appear to produce more
complexly structured neuronal models than
repetitions of simple inputs per se, and re­
flect the participation of the central motor

systems in generating input. It takes longer
to form a habit in, than to habituate to, the
same situation. Complex inputs such as re­
peated exposure to the same musical per­
formances do not readily induce habituation
but in such situations a good deal of motor
readiness~jojstening-isalso involved.

Having considered the effects of certain
limbic lesions on arousal, we need now to re­
view the effects of limbic lesions on habitua­
tion and to relate such effects to the activa­
tion of vigilant readiness.

Hippocampal (Papez) Circuits

Subjects with bilateral hippocampectomy
. tend to show a percentage of reactivity and
amplitude of the galvanic skin response op­
posite to that observed in the nonresponding
amygdalectomized monkeys (see Figures 2
and 3 and Table 1) in the ordinary orienting
paradigm. In addition, the phasic skin re­
sponse terminates considerably more rapidly
in hippocampectomized subjects than in con­
trols (see Table 2 and Figure 5). It ap­
pears from this that hippocampectomized
monkeys (and amygdalectomized hyperre­
sponders) re-equilibrate more rapidly than
normal subjects whose slower galvanic skin
response recovery may indicate a more pro­
longed processing time. As we shall see be­
low, this is consistent with other data that
show impaired processing of the disequilibra­
tion produced by a mismatch of input to the
neuronal model as a result of hippocampec­
tomy.

A further change is that such subjects
show delayed or absent orienting reactions
when thoroughly occupied in performing

. some other task (Crowne & Riddell. 1969;
Kimble, Bagshaw, & Pribram, 1965; Raphel­
son, Isaacson. & Douglas, 1965; Riddell,
Rothblat, & Wilson, 1969; Wicklegren &
Isaacson, 1963). In short, these animals
appear to be abnormally indistractible.

But in some situations this appearance of
indistractibility is restricted to the overt re­
sponses of the organism, not to orienting
per se. Douglas and Pribram (1969) used
distractors in a task in which responses were
required to each of two successive signals.
Hippocampectomized monkeys initially re­
sponded much as controls did by overtly
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manipulating the distractors and thus in­
creasing the time between the two required
responses. However, in contrast to the be­
havior of the controls who simultaneously
habituated overt manipulation of the distrac­
tors and the interresponse time, the hippo­
campectomized group showed decrementing
only of the overt manipulations-their inter­
response time failed to habituate at all. In
this situation, hippocompectomized monkeys
continue to be perceptually distractible while
becoming behaviorally habituated and indis­
tractible (Figure 6). This result is iden­
tical to that obtained in man with medial
temporal lesions: Instrumental behavior can
to some considerable extent be shaped by
task experience, but verbal reports of the
subjective aspects of experience fail to indi­
cate prior acquaintance with the situation
(Milner, 1958).

The dissociation between habituation of

TABLE 2

HALF-RECOVERY RATE OF GALVANIC SKIN

RESPONSES FOR SUBJECTS

Half-recovery rate for
controlled amplitudes

(kO/sec)
Group

Small Large
1-2k 2-4k

Normal (14) .320 .460
Amygdalectomy (6)

Hyperresponsive (2) .730co .730co
Hyporesponsive (4) .250 .460

Hippocampectomy (7) .580co .620°

Note. Number of subjects in each group appear in parentheses
following the group•

• , < .os.

perceptual responses and habituation involv­
ing somatomotor performance appears to be
part of a more general effect of hippocampal
lesions, as it is manifest in other situations
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FIGURE 6. Distraction with visual-pattern stimulus as distractor. (Abbreviations: sham = sham­
operated subjects; amyg = amygdalectomized monkeys; hip =hippocampectomize~ima1s.)
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FIGURE 7. Individual curves for an intact (left) and a hippocampectomized(right) monkey
during discrimination and the first two reversals. (The curves were constructed by joining in
temporal sequence points summarizing pattern-discrimination and position preference of the
"lesion" and "intact" monkeys for SO trial sessions during pattern-discrimination and reversal
training.) (From two figures in "A Decisional Analysis of the Effects of Limbic Lesions in
Monkeys" by A. Spevack and K. H. Pribram, Journal of Comparative and Physiological Psy­
cholog)', 1973, 82, 211-226. Copyright 1973 by the American Psychological Association. Re­
printed by permission.)
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III which hippocampectomized monkeys are
tested. In a discrimination reversal situa­
tion, extinction of previously learned be­
havior and acquisition of newly correct re­
sponses were· observed. However, in con­
trast to their controls, the monkeys with the
hippocampal lesions remained at a chance
level of performance for an inordinately long
time (Pribam, Douglas, & 'Pribram, 1%9).
This effect was due to the "capture" of the
behavior by a position bias to respond to
the 50% schedule of reinforcement-a bias
hardly manifest in unoperated monkeys
(Figure 7; Spevack & Pribram, 1973). This
result suggested that a hierarchy of response
sets was operative in the situation such that
"observing" responses (indicative of "atten­
tion") were relinquished when the probabil­
ities of reinforcement of discriminative stim­
uli ranged around the chance level.

Taken together, these experimental results
suggest that interference with the hippo­
campal circuit reduces the organism to a
state in which the more effort demanding
relationships between perception and ac­
tion, between observing and instrumental re­
sponses, and between stimulus and response
are relinquished for more primitive relation­
ships in which either input or output cap­
tures an aspect of the behavior of the organ­
ism without the coordinating intervention of
central control operations. The mechanism
by which the hippocampal circuit accom­
plishes this relationship has been elucidated
to some extent by recordings of electrical ac­
tivity from the hippocampus both with micro­
and macroelectrodes and by precise electrical
stimulations of selected parts of the hippo­
campal circuit.

The Hippocampus-Arousal and Activation

The evidence that delineates the hippo­
campal mechanism accounts for the general
observation that the greatest changes in
gross electrical activity observed during
habituation are recorded from the core brain
(especially mesencephalic reticular and limbic
control systems; John, 1967; John & Killam,
1960).

The hippocampus with its three-layered
cortex provides the best opportunity for
observing unit activity responsible for the

changes observed in gross electrical activity
in repetitive situations. Vinogradova (1970)
found that all neurons of the hippocampus
habituate to repetition 'of a stimulus and dis­
habituate to any change in the stimulus con­
figuration. But she distinguished two types
of neurons, A and I: those activated (3(}­
40%) and those inhibited (60%) by a stim­
ulus, respectively. Habituation occurs by a
progressively shortening response in the
course of 16-20 repeated presentations. The
averaged poststimulus histograms of the two
classes are "mirror images of each other."

Some important characteristics of hippo­
campal units are that (a) the latencies of
response to a stimulus do not change; (b)
they are of the order of 100-1000 msec even
initially; (c) in the ventral hippocampus
(the only part present in primates, including
man) stimuli must be of a minimum duration
of from! to 1 sec to produce any noticeable
change in the background activity and (d)
such facilitation persists up to 1 min after
the cessation of the stimulus. These charac­
teristics indicate a necessity for a long period
of summation to precede hippocampal facil-.
itation. Vinogradova (1970) interprets her
findings as follows:

The duration of reactions in hippocampal neurones
shows that the processes continue here long after
the information processing is finished in all specific
sensory structures, and in primary and secondary
areas of the cortex as well. ... As Gloor (1961)
indicated, the quality of sensory information is al­
most erased in hippocampal neurones. (pp. 114-115)

These results are in accord with proposals
previously put forward by Douglas and
Pribram (1966). We suggested that the
hippocampus constitutes part of an error
(mismatch) evaluating mechanism which
was conceived to process only the perturba­
tions resulting from the mismatch among
inputs (including those consequent on re­
sponses) (Pribram, 1971). Vinogradova is
in agreement, therefore, in suggesting that
precise sensory information is not involved.
Further, she suggests a mechanism by which
such processing can be achieved:

The hippocampus exerts a tonic inhibitory influence
upon the reticular formation, blocking activatory
processes through the tonic discharge of its 1­
neurones when novelty is absent and registration is
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not needed. But when a stimulus which is not
registered in the memory system appears, this in­
hibitory control is blocked (I-neurones become
silent), arousal occurs, and the process of registra­
tion starts. (p. 114)

Lindsley has recently elaborated the mech­
anism by which the hippocampally controlled
reticular formation can effect these changes
in registration. Lindsley (Macadar, Chalupa,
& Lindsley, 1974) in keeping with many
other recent publications (e.g., Fibiger et aI.,
1973; Ungerstedt, 1974) has dissociated two
systems of neurons that ,influence the hippo­
campal circuit. One system originates in the
median raphe and associated structures of
the mesencephalic reticular formation, the
other originates more laterally in the locus
ceruleus and other portions of the periaque­
ductal grey. We have come to know these
two systems in the present review as a sero­
tonergic (indole amine) "stop" mechanism
associated with arousal, and a doparr.inergic
and norepinephrinergic catechole amine
"go" mechanism associated with readiness
and activation. Lindsley's findings were ob­
tained by electrical stimulations of the appro­
priate structures in the mesencephalic reticu­
lar formation. Such stimulations of the stop
mechanisms produced hippocampal desyn­
chronization and at the same time a syn­
chronization of the amygdala circuits. Taken
together with Vinogradova's evidence, this
suggests a reciprocal process by which the
controls on arousal are maintained as long
as hippocampal inhibition of the reticular
formation is in progress-much as Vino­
gradova suggests. Only when a mismatch
from the neuronal model is signaled to the
reticular formation does this inhibitory con­
trol become loosened producing hippocampal
desynchronization-and concomitant relaxa­
tion, synchronization, of the arousal functions
of the amygdala circuits. Lindsley has found
that often, though not always, such hippo­
campal desynchronization is accompanied by
desynchronization of the sensorimotor pro­
jection systems, suggesting that "registra­
tion," an alteration of the neuronal model
of the cortical representation. is occurring.
Note that in this formulation the term "regis­
tration" refers to a change in the neuronal
model, thus a "registration in memory," a

process that, as we shall see, requires effort.
This use of the term registration must be
distinguished from "registration in aware­
ness" which, as noted earlier, is. disrupted
by interference with the amygdala circuits.

Theta Rhythms and Intent

The s·econd mechanism discerned bv the
Lindsley studies is the catechol amine' "go"
system which has been the focus of this sec­
tion. This mechanism makes possible the
"What is to be done" reaction, the process­
ing of response-produced inputs."When elec­
trically stimulated, the mesencephalic por­
tions of the "go" mechanism initiate hippo­
campal rhythmic activity in the theta range
of frequencies. Early studies (Green &
Arduini, 1954) had uncovered the paradox
that the desynchronization of the electro­
encephalogram recorded from the brain's
convexity during "activation" was accom­
panied by synchronization in the recordings
obtained from the hippocampus. Though
such synchronization is not as obyious in
records obtained in monkey and man, com­
puter analysis has shown it to occur and that
it can also be studied in the primate (Crowne,
Konow, Drake, & Pribram, 1972). This syn­
chronous rhythm is in the theta range (4-8
Hz) and has become the focus of a long
series of studies.

That theta frequencies are especially prom­
inent in records made from the hippocampus
was noted by Jung and Kornmuller (1938).
Later a series of studies (Green & Arduini,
1954; Grastyan, 1959; Grastyan, Lissak,
Madarasz, & Donhoffer, 1959) described the
occurrence of hippocampal theta to the
orienting stage in a conditioning situation.
Still later, however, the occurrence of hippo­
campal theta was related instead to intended
movement (Dalton & Black, 1968; Black &
Young, 1972; Black. Young, & Batenchuk,
1970): intended rather than overt move­
ment because the theta rhythm occurs in
completely curarized preparations who have
been trained in the uncurarized state to lever
press. These conclusions were in part an­
ticipated by another series of experiments
conducted by Vanderwolf and his associates
(Bland & Vanderwolf, 1972a, 1972b; Van­
derwolf, 1969, 1971; Whishaw, Bland &
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Vanderwolf, 1972). Rats were observed
while moving freely in the test situation and
hippocampal electrical activity was recorded
continuously. Theta activity occurred al­
most exclusively when the rats were making
"voluntary" movements, defined as acts or re­
sponse sequences characterized by flexibility
and modifiability.

Adey and his group (Adey, 1970; Adey,
Dunlop, & Hendrix, 1960; Elazar & Adey,
1967; Radulovacki & Adey, 1965) took the
investigation of behavioral effects on hippo­
campal theta rhythms a step further by
showing that a shift (4-6 Hz) in power
within the theta frequency range occurs in
cats fr0111 the prestimulus period, through
stimulus presentation, to the correct response.
Bremner (1970) has further analyzed the
changes in theta activity along three dimen­
sions: (a) an increase or decrease in the
total amount of power in the theta range;
(b) a narrowing or broadening of the range
of energy distribution around the peak fre­
quency; (c) the location of that peak fre­
quency in the electroencephalogram spectrum.
Change in total power of theta depends on
the visceroautonomic arousal (increase)
versus sonlatomotor readiness (decrease)
distinction delineated here, and the changes
in contour and their distribution correspond
to the categorizing-reasoning distinction to
be pursued in the latter parts of this review.

Specifically, Bremner has used the habitu­
ated organism (rat and man) as a baseline
preparation and then studied manipulations
which gave rise to orienting, simple condi­
tioning, discrimination, and discrimination
reversal. He found that the power (amount
of energy) of hippocampal theta increased as
a function of the stimulus which produces
orienting and arousal but decreased in the
anticipatory interval preparatory to response
in the conditioning situation. Narrowing re­
flects discrimination, and the location of the
peak is shifted by discrimination reversal
procedures, findings especially relevant to
the results of the behavioral experiments re­
viewed above (Figure 8).

Thus Bremner finds that the power of
theta produced by a distracting stimulus be­
comes attentuated when an organism is al­
ready preoccupied in the performance of a

task. Further, during discrimination re­
versal, despite the fact that the now positive
stimulus elicits enhanced power in the theta
frequency range within two or three trials,
extinction of the prior correct stimulus shows
a long time course and the dominant fre­
quency may appear to shift in one direction
or another (Gray, 1971). These data also
suggest an explanation for the finding de­
tailed above (Pribram et aL, 1969) that
hippocampectomized monkeys are little dif­
ferent from normal subjects in reversal learn­
ing except that they remain fixed at the
chance level for an incredibly long period.

Summary

By way of review, we note that there
exists evidence for the organization of a cen­
tral representation of input, the construction
of a (cortical) neuronal model. Changes in
this neuronal model are controlled by two
subcortical systems: One is located in core
portions of the neuraxis and contains neurons
that increment to or monitor input, while
another more laterally placed, contains neu­
rons which rapidly decrement when they are
repeatedly stimulated. In addition, we have
delineated three brain mechanisms in the
rostral portions of these control systems:
(a) The first centers on the amygdala, which
regulates the monitoring or "arousal" neu­
rons and becomes organized into a "stop" or
reequilibrating mechanism. (b) A second is
centered on the basal ganglia and involves
the activation of "go" mechanisms--expect­
ancies (perceptual) and readiness (motor).
(c) Finally, a third mechanism comprising
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FIGURE 8. Diagram of the relationship among
dimensions of hippocampal theta activity and
behavior.
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the hippocampal circuit has been identified,
which uncouples the stimulus from the re­
sponse by coordinating the amygdala and
basal ganglia mechanisms so that appropriate
changes in the central representation can oc­
cur, a process that entails effort.

As the amygdala is often considered to
be one of the basal ganglia, albeit related spe­
cifically to the olfactory and visceral systems,
brain structures similar in morphology,
though different in their connections, control
arousal and activation. Their coordination
in effecting change in central representation,
on the other hand, devolves on a circuit­
the hippocampus-very different in morphol­
ogy, and more akin to that characterizing the
cerebellum, another mechanism notable for
coordinating complex sequential processes.

Control by the amygdala is achieved by a
reciprocal mechanism: a facilitatory lateral­
frontal-amygdala-lateral-hypothalamic and an
inhibitory orbito-frontal-amygdala-medial­
hypothalamic circuit have been identified.
Both circuits operate on the monitoring (e.g.,
satiety) neurons which in the brainstem ap­
pear to be serotonergic, that is, indole amine
neurochemically. \Ve suggest that the con­
trols modulate the intensity and duration of
the reaction initiated and thus modulate the
organism's arousal, a "What is it?" reaction.
This suggestion can be readily tested by
electrically stimulating amygdala (and fron­
tal) locations (much as was done by the
Lindsley, 1961, and Clemente et aI., 1964,
groups) and recording with microelectrodes
(as in Richard Thompson's experiments,
cited in Groves and Thompson, 1970) to de­
termine the effects on threshold and duration
of the reaction initiated by the monitoring
mechanism in the appropriate spinal or brain­
stem (reticular, hypothalamic) neurons.

Control over the "go" mechanisms re­
sponsible for the preparatory activation of
brain systems appears to tenter on the basal
ganglia. Activation of any particular part of
the brain is signaled by the gradual develop­
ment of a negative potential which becomes
abrnptly positive when the perceptual or
motor response is executed. There is evi­
dence that this slowly developing negativity
per se is primarily of local origin. The
mechanism and pathways involved in the

controlling function are apparently dopa­
minergic, part of a more extensive catechol­
amine system.

Hippocampal control over the organiza­
tion of the relationship between arousal and
activation leads to changes in central repre­
sentations which may be conceived as
changes 'Of state, set, or "attitude." Such
change, as illustrated in the final section of
this review, demands "effort." Hippocampal
function involves the notorious Papez circuit,
largely invoked in discussions of brain func­
tion in emotion, conceived within a visceral
theory framework (MacLean, 1949). It is

. an interesting historical note that Papez put
forward his proposal within the context of
Nina Bull's attitude theory of emotion
(1951) and thus comes close to the views
of the function of this circuit as proposed
here.

What remains to be systematically in­
vestigated is the relationship between hippo­
campal electrical activity and the variety of
electrical manifestations generated in the re­
mainder of the brain. For instance, both the
CNV with its concomitant cortical desyn­
chronization and hippocampal theta rhythms
have been involved in the intended execution
of perceptual and motor responses. Usually
study of dc shifts of the C~V type are pre­
vented by the apparatus nsed to study the
electroencephalogram frequencies. and the
CNV has not been studied in relation to a
frequency analysis of the tonic. ongoing elec­
trical activity of the brain. One exception,
already mentioned (Grandstaff & Pribram,
1972) showed that power in the theta range
increases dramatically at the end of the CNV
when a sharp positivity occurs. The :-emain­
ing question concerns the correlations be­
tween the locations and conditions effecting
decrease in power in the theta range in the
hippocampns (as found by Bremner. 1970)
and the buildup or terminal deflection of a
C~V. The causal relation between the two
types of electrical manifestation can be in­
vestigated by examining the CNV in subjects
with hippocampal (and other Papez circuit)
lesions.

The division of reflex and vigilant atten­
tion into arousal and activation components
receives substantial support from an analysis
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of the components of the event-related gross
potentials evoked in the auditory system by
Picton and Hillyard (1974). Their suc­
cinct summary speaks for itself:

In conclusion we should like to propose a tenta­
tive synthesis of all such data into an elementary
:nodel ior the physiological basis of human auditory
attention. The stability of the early [initial] com­
ponents of the evoked response would seem to indi­
cate that auditory information is analyzed in the
lemniscal or primary auditory system in much the
same manner regardless of whether it is attended
or not. A secondary auditory system, imperfectly
defined but probably comprising reticular forma­
tion. medial thalamus, and (frontal) association
cortex, is involved when further evaluation of the
significance of this auditory information is re­
quired. Stimulus set directs the preferential input
to this secondary system from that part of the
lemniscal system involved in processing the at­
tended sensory channel. Stilllulus set is evidenced,
therefore, by the increased N,-P, [large early com­
ponents of the evoked potential] response of the
frontal association cortex. The secondary system
functions to compare input from the primary audi­
tory system with memory models or templates of
expected or significant stimulus alternatives. Once
a releYant or significant signal has thereby been
recognized, this decision is followed by appropriate
percepfolllOfor sequelae. These sequelae, reflecting
the contingencies of a response set mode of atten­
tion are associated \yith the generation of the wide­
spread P" [late components of the evoked potential]
complex recorded irom the scalp. (p. 199)

In concluding this part of the review, we
want to emphasize for behaviorally oriented
psychologists the data we believe to be im­
portant to their interests.

Three neurally distinct and separate atten­
tional systems-arousal, activation, and ef­
fort-op<;rate upon the information process­
ing mechanism. The presumed operation of
these control systems is perhaps best illus­
trated as follows: The orienting reaction in­
yoh'es arousal but no activation; vigilant
readiness involves activation but no arousal;
the defense reaction involves both arousal
and activation; when neither arousal nor ac­
tivation is present. behavior is automatic,
that is. stimulus-response contingencies are
direct \\'ithout the intervention of any of the
control mechanisms of attention. Such auto­
mati~ms. when they occur abnormally. are
diagnostic of lesions affecting the medial sur­
face of the temporal lobe, the site of two of
the three control systems, and have also been

experimentally produced by extensive lesions
of the basal ganglia (l\lettler & Mettler,
1942) .

Clearly, in the intact organism these con­
trol systems continuously interact with each
other as well as with the information process­
ing systems where the representational mech­
anisms become constituted. Figure 9 may
help to summarize in highly oversimplified
form the mechanisms detailed thus far, and
it suggests the relationship to them of the
various higher level cortical controls which
are the focus of the discussion in the remain­
ing parts of this review.

SELECTIVE AND VOLUNTARY ATTENTION

\Vhenever a problem demands a response
to an invariant combination of input events
(including those which are response pro­
rluced) the task is usually referred to as a
discrimination. The invariant combination
must be detected, categorized, and selectively
attended to make the appropriate response.
This selective attending operates on the
processing of information.

Another sort of problem solving occurs
when the combination of input events is vari­
able but computable. vVe will refer to these
tasks as reasoning problems. In nonhuman
primate experiments, the delayed response
and delayed alternation are examples of such
tasks: in human experimentation arithmetic
calculations and other complex problem-solv­
ing exercises have been used.

Reasoning demands the uncoupling of at­
tention from the immediate input variables­
the attention involved is voluntary, there­
fore, in the sense that it is initiated by the
organism rather than by some input event.
Such intentional voluntary processes have re­
cently been studied extensively and are no
longer the complete mystery they once were
(l\IcFarland, 1971; Miller et al.. 1960; Pri­
bram. 1%2).

The steadiness of the visual worlrl during
voluntarv eve movement (as noted bv Helm­
holtz. 1924') is not achieved through feed­
hack from eye muscles but through a parallel
processing feec1forward hiasing (Pribram.
1971. chap. 5) or open loop pfeFarlanrl.
1971) mechanism. Detailed experimental
an~l1yses by Merton of both eye movement
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FIGURE 9. A highly oversimplified diagram of the connections involved in the arousal
(amygdala), activation (basal ganglia), and effort (hippocampal) circuits.

(Brindley & Merton, 1960) and voluntary
movement involving the pyramidal and
gamma motoneurons (Merton, 1953) have
been reviewed -elsewhere (Pribram, 1971,
chap. 13) and mark a beginning toward the
scientific understanding of the term "volun­
tary."

An operational definition of selective and
of voluntary attention, provided by the dis­
crimination and reasoning tasks described
above, will be used to illustrate how cate­
gorizing and reasoning involve the three
attentional processes discussed earlier. How­
ever, we must begin with the delineation of
two additional higher order (cortical) neural
systems which control central competency by
virtue of the organization imposed on incom­
ing information.

Centrat Competency

In living systems, an arousing stimulus
often increases the uncertainty of the organ­
ism by its novelty, This effect of input in­
formation is contrary to that obtained in
nonliving communication systems where the
information conveyed always reduces uncer­
tainty. The difference between living and
nonliving systems can be conceptualized in

terms of the channel over which the com­
munication takes place. In nonliving com­
munication systems the channel is akin to a
sensorimotor channel which is fixed in capac­
ity and does not alter with the communica­
tion. Living systems (and also computers)
have the capability of memory which alters
the competence with which they process in­
formation (Pribram, 1971, chaps. 14 & 16).
This is produced by altering channel redun­
dancy and superficially resembles a change
in the number of channels with fixed capac­
ity. The increase in competence is the result
of increasing the complexity of the neuronal
model, an encoding process described as
~'chunking" the information (Miller. 1956;
Simon, 1974). This and similar mechanisms
in human information processing effect a
change in central processing very different
from that produced by a simple increase in
the number of fixed-capacity channels avail­
able.

The evidence that information processing
competency can be changed in living organ­
isms comes from a variety of problem-solving
situations. Kahneman (1973), in reviewing
several such studies from the psychophysio­
logical literature, suggests that "arousal" is

,
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in fact an indicator of a change in capacity­
"the allocation of spare capacity"-much as
this is changed in nonliving systems by in­
creasing the number of channels available.
He also goes on to equate "arousal" and
"capacity" with "effort" and "attention" in a
global fashion. We hope to have shown al­
ready that arousal is indicative of but one sort
of attention, and we will now show that effort
is involved only when the situation demands
the regulation of arousal and activation to
produce a change in information processing
competency.

The way in which competency is con­
trolled by brain systems in the living primate
is demonstrated by the finding that removal
of the area of the brain usually called sensory
or posterior intrinsic or "association" cortex
reduces the sampling of novel alternatives.
The opposite effect is obtained when the
lateral frontal cortex is resected. It was
noted earlier that removal 'of this same
frontal cortex led to an increase in behavioral
orienting and an abolition of the viscero­
autonomic components of orienting. There
thus appear to be opposite effects (posterior
and frontal) on the number of alternatives
sampled in a situation. This was interpreted
to indicate a dual control mechanism deter­
mining the ability to sample (Pribram,
1960a) .

Supportive behavioral evidence came from
an experiment by Butter (1968, 1969) in
which he investigated the number of features
usually attended by monkeys while discrim­
inating between two cues. He did this by
eliminating each feature in turn in various
combinations. He found that resection of
the same brain region (the posterior cortex)
that produced a restriction in the number of
alternatives sampled also produced a restric­
tion in the number of features used to make
the discrimination.

Electrophysiological evidence has been ob­
tained that the posterior and frontal cortex
contribute opposing controls on sensory
channels. This evidence is based on changes
produced in the recovery cycles of the sys­
tem (the speed with which the system re­
covers to its full capacity after a sudden, in­
tense stimulus) and the alterations produced

in the shape of visual receptive fields (Spi­
nelli & Pribram, 1966, 1967).

These changes in sensory channels were,
however, not attributed to a simple change
in the number of channels of fixed capacity,
as the effects of surgical resection have
shown that as little as a few percent of an
anatomically defined sensory channel is suffi­
cient for ordinary discrimination learning,
performance, and transfer (Chow, 1970 ;
Galambos, Norton, & Frommer, 1967; Lash­
ley, 1929). The remainder of any input
channel appears to be redundant, spare chan­
nel capacity, under most circumstances. We
therefore interpreted (Pribram, 1967) the
results on the control of input channels by
posterior and frontal cortex as influencing
redundancy, not sensory capacity in the usual
information theoretic sense. Specifically, we
suggested that the input systems acted as
channels in which spatial and temporal mul­
tiplexing could occur, a suggestion similar to
that put forward by Lindsay (1970).

We would like to suggest, therefore, on
the basis of the data reviewed above, that
Kahneman's (1973) concept that arousal in­
volves an increase in the number of sensory
channels available be generalized to include
constraints involving the redundancy char­
acteristics, the competency, of that capacity.
Kahneman's discussion approaches such a
generalization when he speaks of changes in
"structural connections between components."
In technical language, such changes in com­
petency would be reflected in changes in the
equivocation of the channel (defined as the
sum of noise and redundancy). Competency
is the reciprocal of equivocation. Effort can
then be defined as the measure of the atten­
tion "paid" to increase or maintain efficiency
by reducing equivocation, that is, enhancing
competency.

Internal alld External Constraints

Garner (1962), in his analysis of the
structure of redundancv. has shown that the
total amount of constr~int operating in any
system of variables can be divided into in­
ternal and external components. Internal
constraints refer to the relationships among
the systems of variables under consideration.
while external constraints refer to the reia-
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tionship bet\\'cen thc~e variables and some
external referent system of variables. In our
neurophysiological experiments we consider
the constraints that describe the central op­
eration of the channel as internal and the
constraints that refer to operations on the
environmental situation which control its
sensory input as external. In addition. we
have found it important to distinguish be­
tween temporal (repetition of the use of the
channel or variable over time) and spatial
(replication of the variable O\'er space) re­
dundancy for each of Garner's categories.

Specifically. we have suggested (Pribram,
1967) that when the frontal system becomes
invoh'ed in the orienting reaction, the in­
ternal redundancy in the input channels is in­
creased so that all of the information being
simultaneously processed becomes chunked
into one unit. By contrast, when the poste­
rior cortex becomes involved in the atten­
tional process, internal redundancy in the
input channels is decreased, separating the
bits of information in each channel from each
other. This is concomitant with enhance­
ment of external redundancv which, accord­
ing to Garner's findings, enhances the ability
to make discriminations, that is, to categorize
input.

In short, w~ suggest that the controls on
arousal and activation operate on the mech­
anisms of redundancy, on the constraints
operating within and between channels rather
than on the information being processed.
These constraints involve the neuronal model
and may be conceived of as operating on
memoY)1 rather than on input information.
Another way of stating this is to say that the
controls operate 011 the context in which the
informational content is processed.

A good deal of additional evidence can be
cited to show that competency rather than
sensory channel capacity per se is controlled
by the attentional systems discussed here.
For instance, the studies of Anderson and
Fitts (1958) cited by Garner (1962) show
that as much as 17 bits of sensory informa­
tion can be simultaneously processed. The
work of Lindsay (1970) which demonstrates
the relationship between sensory discrimin­
ability (difficulty in distinguishing between
inputs) and central processing competency

has already been mentioned. Pribram. Lim,
Poppen, and Bagshaw (1966) and Mishkin
and Pribram (1955), using various forms of
the delayed alternation tasks, attributed the
differential effects obtained after resections
of the two reciprocal frontoamygdala systems
;]s due to selective alterations in the struc­
ture of internal redundancy (spatial and tem­
poral, respectively) of the remaining process­
ing competency. Further, Pribram and Tubbs
( 1967) have shown that when the delayed
alternation task, the nemesis of monkeys with
frontal lobe resections, is externally parsed
or chunked by making the intertrial intervals
asymmetric, the deficit is completely over­
come. Similarly, M. Wilson (1968) ana­
lyzed the trade-off between tasks involving
external temporal and spatial redundancy in
reciprocal mechanisms (anterior and poste­
rior infero-temporal cortex) which have been
delineated within the posterior system.

Thus, both Kahneman's (1973, pp. 8, 9,
15) analysis and ours attribute the control
of arousal and selective attention to altera­
tions in information processing channels, not
the direct control on information and uncer­
tainty per se. VVe differ in that Kahnemal1
focuses on the problem of increasing the
number of channels of fixed capacity-the
"allocation of spare capacity"-while we em­
phasize the broader issue of competency,
defined by any constraints operating on the
structure of channel redundancy. We also
differ in separating activation from arousal
and in that we do not identify attention,
arousal, activation, and effort as different
names for the same process. Finally, we
specify that effort accompanies only those
attentional processes that result in a change
in the representational organization of the
information processing mechanism. Part of
the mechanism detailing how and when effort
is expended during attention has been re­
vealed by studies measuring peripheral auto­
nomic and somatic changes.

The PsychoPhysiology of Categorizillg
and Reasoning

The important visceroautonomic compo­
nents in orienting have already· been outlined.
In studies in which perceptual and motor
readiness are invoked, the involvement of the

•
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autonomic nervous system becomes more
specific due to activation (basal ganglia) of
the central representation (sensorimotor cor­
tex) of the somatomotor mechanism, where
phasic and tonic mechanisms become sep­
arately involveci. Further, the sympathetic
system more often mirrors stimulus param­
eters such as novelty and complexity, whereas
the parasympathetic division which controls
heart rate reflects the parameters of the
somatomotor readiness and response mech­
anism-for example, the incentives, response
biases developed on the basis of reinforcing
consequences of behavior. This distinction
has been clearly demonstrated in a study by
Elliott (1969; Elliott et aI., 1970) as we
have reviewed, by Dahl and Spence (1971),
and by Hare (1972).

Experimenters, using autonomic measures
during discrimination tasks in which input
must be categorized in order to make an
appropriate response, appear to use the term
"arousal" as actually defined by the amount
of categorizing required, and studies consist­
ently have shovvn that sympathetically in­
nervated phasic responses distinguish be-,
tween variations in task largely on the basis
of their collative, informational variables:
their novelty. surprisingness. or complexity
(Blaylock. 1972; Hare, 1972; Kilpatrick,
1972; Lacey & Lacey, 1970; McGuinness,
1973). A typical experiment showing this
effect was that of Hare (1972) in which sub­
jects viewing slides without making dis­
criminations between them were less aroused
(lower skin conductance) than those who
had to categorize, and this was only an initial
effect; phasic skin conductance responses
rapidly returned to baseline (habituated)
over trials. Difficulty due to changes re­
quired in response biases were reflected in
tonic skin conductance but most precisely
by tonic heart rate changes.

I
The absence of a precise relationship be-

tween galvanic skin response and response
variables has not yet been demonstrated
which may be because the galvanic skin re­
sponse has no known metabolic function
(Venables & Christie, 1973). Current data
show that the involvement of somatomotor
responses enabled by readiness, as well as
tonic cardiovascular chang-es, provide the

clues to unraveling the controversial and ap­
parently disparate views of the psychophysio­
logical mechanism involved in attention.

Readiness and Execution

Two prevailing theories concerning the
meaning of cardiovascular processes during
attention appear diametrically opposed. On
one hand there is the baroceptor feedback
theory of Lacey (Lacey, 1967; Lacey &
Lacey, 1970) which, simplified, states that
heart rate will directly affect stimulus intake
or rejection through a process of feedback to
the bulbar inhibitory centers in the brain­
stem, reducing arousal of the central nervous
system (Bonvallet & Allen, 1963). On the
other, Obrist and his colleagues (Obrist,
Webb, Sutterer, & Howard, 1970a, 1970b)
propose that heart rate is regulated by the
motor demands of the organism and that
these demands are controlled centrally.
Findings by Jennings, Averill, Opton, and
Lazarus (l971) have challenged the ade­
quacy of either of these explanations and
have produced results in' line with an
"amount of attention" hypothesis. They
argue that as demands on attention increase,
heart rate will fall in proportion to the com­
plexity of the categorization demanded by
the task, unless metabolic activity is engaged.
This is somewhat in line with the view of
this article, but their suggestions are still in­
complete. As they note, this hypothesis does
not explain the functional significance of
cardiac deceleration during attention. Nor
too, we might add, does it explain why heart
rate always increases during reasoning.

To resolve these conceptual difficulties, the
physiological processes will be examined in
more detail. The assumption of the majority
of theories is that there is a unitary relation­
ship between cardiovascular and somatic
processes whereas evidence shows that the
situation is far more complex.

Any registered orienting response pro­
duces a dual sympathetic-parasympathetic
effect. The cardiovascular reflex in orient­
ing results in sympathetically controlled and
cholinergically mediated gross blood flow
shifts which are sometimes accompanied by
an initial phasic heart rate acceleration. This
will vary in magnitude with stimulus in-
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tensity (Graham & Clifton, 1966) and an
initial respiratory block will often combine
to elevate the acceleratory effect (Jennings
et aI., 1971; Petro, Holland, & Bouman,
1970; Wood & Gbrist, 1%4), although the
effect of intensity is not entirely predictable
(Bull & Lang, 1972). We now know that
this is due to parasympathetic inhibition and
that all attentional (as opposed to movement­
produced) heart rate changes are under
vagal regulation (Eckberg, Fletcher, &
Braunwald, 1972; Forsyth, 1970; Gbrist,
Howard, Lawler, Sutterer, Smithson, &
Martin, 1972).

The initial phase is followed immediately
by a· heart rate change in the direction of
deceleration, which is due to the vagus re- \
stabilizing the system. If the prepared so­
matic .systems become mobilized to initiate
an appropriate consummatory or defense pat­
tern-eating, drinking, withdrawal, flight, or
attack, (Abrahams et aL, 1964)-heart rate
will then come under the control of the
somatomotor system and a tonic increase in
rate occurs to meet the demands of the activ­
ity. The processes occur in fixed· order:
stimulus~ blood flow shift~ heart rate ac­
celeration~ heart rate deceleration, until
the motor response determines more tonic
heart rate acceleration and the system ulti­
mately restabilizes.

During a vigilance or categorization task,
the time course of the responses is somewhat
different (Lacey & Lacey, 1970). Now the
vagal restabilization phase is extended as
part of a tonic activation-the vigilant readi­
ness process. Lewis and Wilson (1970),
for instance, examined cardiac responses to
a picture-matching task in young children.
In all children, a marked deceleration oc­
curred which lasted until the choice was
made. The most interesting finding was
that the greatest deceleration was related to
correct responses--if a subject was asked to
"guess again," heart rate did not return to
baseline until the final choice. Correct re­
sponses occurred with longer response times
and greater cardiac deceleration, which sup­
ports the suggestion that the vigilant readi­
ness phase of the control processes has been
extended.

Correlation to IQ demonstrated that there

was a relationship to both deceleration and
error score for girls only. The sex differ­
ence finding could possibly be due to the
greater amount of movement found in boys
which would cause a heart rate acceleration
and less attention to the task. This explana­
tion is made more tenable by the recent find­
ing of Gbrist, Howard, Hennis, Murell (in
press) that children's reaction times are
slower in proportion to the amount of uncon­
trolled movement they produce. The rela­
tionship between motor control and reaction
time was linear with age. As reaction times
increased, motor responses and heart rate de­
creased. We therefore suggest, in line with
Obrist et aL (1970a, 1970b), that when ac­
tivation must be maintained, heart rate de­
celeration occurs as an accompaniment of
somatomotor readiness.

This then partially accounts for the se­
quence of physiological events in a certain
type of problem solving. When the organism
prolongs attention to the complexity of input
in a categorizing discrimination situation,
he reduces extraneous noise by eliminating
random movements. Heart rate then adjusts
to the reduced demands of the system re­
flecting characteristics of the somatomotor
system in which overt movements regularly
precede blood flow changes and heart rate
acceleration. Petro et aL (1970) found that
after a voluntary contraction of the biceps
muscle, heart rate increased with a latency
of approximately 500 msec. However, when
reasoning is initiated with its emphasis on
which response to produce when, and the
actual trial-and-error making of responses,
the cardiovascular and somatomotor response
relationship is the reverse.

Muscular Effort and Problem Solving

The locus of the demand for effort is dif­
ferent in categorizing and in reasoning, and
this raises the question of the relationship
between the various forms of attention and
effort and also of the nature of effort itself.
Could it be that the muscular contractions
involved in making responses are totallyre­
sponsible for the effort necessary to problem
solving? A change in actual movement such
as during categorizing and reasoning would
obviously be accompanied by a decrease

,
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(categorizing) or increase (reasoning) in
isotonic contraction, but, in addition, activa­
tion of the readiness mechanism may also
change a special sort of metabolism, usually
thought to be largely anaerobic, which has
been shown to be involved during concentra­
tion and problem solving and involves iso­
metric contraction.

An understanding of this special metabolic
process during attention has been provided by
Berdina, Kolenko, Kotz, Kuzetzov, Rodinov,
Savtchencko, & Thorevsky (1972). Until
this study there was no functional explana­
tion for the finding that sympathetically in­
nervated blood flow shifts actually reduce
oxygen uptake by the muscle while somatic
activation increases it (Rosell & Uvnas,
1962). The study of Berdina et al. suggests
the possibility that this special sort of metab­
olism of muscle fibers is due to cholinergic
mediators. Berdina et al. were interested in
the effect of problem solving on blood flow
and muscle contraction. Until their study,
it had been extremely difficult to establish
any precise relationship between electromyo­
gram recording and problem solving due to
the small amount of amplification produced
by the technique, which often results in un­
reliable values (Jennings et al., 1971; Lader,
1965; Matthews & Lader, 1971). To avoid
this difficulty they introduced a condition of
partial muscular contraction: Subjects had
to grip a hand dynamometer which they were
pretrained to maintain at 30% of their max­
imum grip. Then, during the problem-solv­
ing experiment, subjects were asked to grip
the dynanometer for as long as possible.

Both contraction alone and problem solv­
ing (arithmetic) alone caused significant
blood flow changes. However, a combina­
tion of contraction plus arithmetic produced
no greater changes in blood flow than either
condition· alone. On the other hand, the con­
traction duration was significantly increased
by arithmetic from 181 to 235 seconds (p <
.001). To disentangle voluntary effects from
the purely reflex effects, they induced a fore­
arm contraction by electrical stimulation.
The results were the same even when the
subject had no voluntary control over his
muscles. An injection of atropine signifi­
cantly decreased blood flow during arith-

metic and during contraction plus arithmetic
but not during contraction alone. Atropine
also reduced contraction duration during the
combined task showing that the increased
contraction during problem solving was not
a somatic effect. Since small amounts of
circulating atropine do not affect the neuro­
muscular junction, it was concluded that
some form of sympathetically controlled
metabolism was causing muscle force to in­
crease, making muscles "work" under the
special conditions of isometric contraction.
Apart from otherc.considerations, this experi­
ment demonstrates conclusively that muscu­
lar effects do occur .during problem-solving
tasks and that they involve gross changes in
tonicity which cannot always be observed by
electromyogram recording. Equally relevant
is the fact that as heart rate correlates so
precisely with blood flow changes (Matthews
& Lader, 1971), an increase in blood flow
during problem solving automatically implies
a corresponding increase in heart rate. The
Berdina experiment thus explains the func­
tional significance of the heart rate changes
during categorizing and reasoning: Main­
taining attention while problem solving is
effortful and involves "hard work" and hard
work is accompanie9 by metabolic changes.
It does appear from this study that the out­
lines of the metabolic processes operating
during intense concentration have been estab­
lished.

In summary, the discovery that two types
of muscle activation (isotonic and isometric)
and two metabolic functions ~aerobic and
anaerobic) are involved in both voluntary
attention and action makes it easier to under­
stand why some confusion has arisen in the
study of the psychophysiology of attention.
Returning briefly to the Lacey hypothesis,
physiological responding during stimulus in­
take will depend entirely upon how a task is
constructed and whether it is primarily a
categorizing or reasoning problem. We
agree with Lacey that during a state of be­
havior characterized by heart rate decelera­
tion, we are most open to environmental
cues (Lacey & Lacey, 1970) but not neces­
sarily for the reasons he suggests (see also
critique by Hahn, 1973). Lacey's theory
also requires acceleration when decisions are
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made. How then could one interpret what
is occurring in acquiring a categorizing or
motor skill? \Vhen the coordination of
arousal and :lctivation is demanded. heart
rate acceleration reflects the amount of effort
involved in registering. adjusting, and chang­
ing the central representation to the require­
ments of the task. In accord with Lacey's
assumptions. intake of information must al­
ternate with concentration. A process en­
sues that must constantly shift between rele­
vant stimuli in order to overcome the rapid
decrementing of the system .(just as con­
tinuous eye movements. overcome the rapid
adaptation of retinal receptors). \Vhen one
plays tennis, for example, heart rate is ele­
vated, but the player must flexibly attend
(be aroused by) such cues as the angle and
velocity of the approaching ball, the ground
lines, the height of the net, and the position
and angle of the opponent's body and his
racket. As well, the intricacy of the series
of highly refined changes in response and
the transformational calculations based on
this evidence could also elevate heart rate,
even without the behavioral activity of play­
ing tennis occurring (e.g., in a spectator).
This is brought out clearly in a study by
Johansson and Frankenhaeuser (1973) in
which high heart rate accompanied the com­
plex transformations required during an in­
take task.

By contrast, in reasoning tasks. activation
precedes arousal. For instance. in playing a
game of chess or engaging in any similar
pursuit requiring a good deal of skill, trans­
formational calculations must occur before
the effective response is achieved. Once the
"move" has been made, it may arouse an
"aha" reaction: The move was successful, or,
"Oh dear. why didn't I see that 1" Again
the physiological changes that occur are those
that have been shown in the Berdina experi­
ments, although the theories of Jennings
et al. (1971) and Obrist et al. (1970) would
predict the opposite.

Some of the task variables which affect
arousal and activation and the effort required
to o\'ercome resistance to extinction of a
prior set during categorizing and reasoning
have also been investigated by Dahl and
Spence (1971). They propose an activation

theory which adopts Bergum's (1966) tech­
nique of taxonomic analysis of performance,
in which tasks are evaluated according to
complexity and acti\'ation of response. Task
demands were rated by independent judges,
and the amount of heart rate change was cor­
related to each task. Heart rate increased
with response demand, and all correlations
were significant. A subsequent factor analy­
sis revealed a major factor which they desig­
nated "density." or degree of concentration
required; in other words, the total amount of
cognitive effort involved in the task. The
other factor which accounted for the greatest
amount of variance in task performance was
information content of relevant stimuli.
Thus, again, collative variables are distin­
guished from the amount of transformational
effort or "work" required in problem solu­
tion.

Cognitive Effort

Do these results mean that cognitive effort,
the effort of thinking and problem solving.
is due entirely to the activation of periph­
eral muscular mechanisms as reflected in
changes of heart rate? We cannot answer
this question conclusively at this time. and in
fact, there may be no conclusive answer. at
least not where normal intact problem-solv­
ing organisms are concerned. The neuro­
muscular apparatus works as a unit, brain
and body inseparably yoked. Yet :\1:<Ilmo
(Malmo & Belanger, 1967) and Lacey
(B. C. Lacey & J. 1. Lacey, 1974) have made
an excellent case in their extensive, detailed,
and perceptive reviews that there is good
evidence to believe that the effort involved
in cognitive work is not wholly due to
changes observed in the muscular system.
Further evidence comes from pathological
situations such as complete cervical spinal
transections which arise when partial separa­
tion between brain and body occur. We
have already reviewed the fact that theta
activity in the hippocampal formation, usu­
ally present when the animal moves about
voluntarily, is also recorded under the same
circumstances in curarized and therefore
completely paralyzed subjects. A broken
neck that completely severs the muscular sys­
tem from control by the brain does not pre-
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dude effortful problem solving. The com­
petency to think remains.

\Ve know from observations of sensory
disturbances that processes which are initially
localized peripherally become progressively
neuralized. Thus phantom limb pain follow­
ing an amputation can be successfully treated
immediately by injections of an anaesthetic
at the site of amputation. After a few
months. however, such peripheral injections
lIsually fail to have an effect, and spinal
cordotomy (section of the spinothalamic
tracts) must be done to relieve the disturb­
ance. Should several years of intractible
pain be experienced before treatment, even
spinal cordotomy often proves useless. The
brain itself must be operated upon : Frontal
leukotomy or parietal lobectomy are now re­
sorted to.

lt is thus plausible that the neuromuscular
processes demanding effort are to a large
extent initially peripheral in their origin and
manifestation. But as problem solving pro­
gresses and problem-solving skill develops,
the effort becomes more and more a con­
comitant of the brain processes involved­
apart from, or only reflected in, the periph­
eral manifestations-and thus becomes truly
cognitive.. How then are we to study and
understand the brain processes that demand
effort?

Studies of local differences in cerebral
blood flow and metabolism provide the ob­
vious answer (for review see Ingvar and
Lassen, in press). However. it is also help­
ful to define the issues involved. especially
since overall cerebral metabolism is aug­
mented so little by even the most effortful
problem-solving activities. Just as quantifi­
able definitions of information and uncer­
tainty become useful in understanding in­
formation processing. so quantitative defini­
tions of effort. work, and energy become
useful in understanding control mechanisms.
\\Te have already noted that effort can be
defined as the measure of attention "paid" to
increase or maintain the efficiency of a com­
munication channel by reducing its equivoca­
tion. As detailed. such reduction can be ac­
complished by reducing noise or changing
the structure of the redundancy of the com­
munication-ehunking or par!iing being

prime examples of such a process. McFar­
land (1971) has approached the problem
from a control rather than an information
theoretic stance and comes' to the identical
conclusion. In keeping with engineering
tradition, he defines work (pp. 215-220) as
the measure of the rate of changing the state
of a system and energy as the capacity for
doing work. Thus the changes in neuronal
representational model, changes in informa­
tion processing competency, in set, attitude
or state, developed by the hippocampal cir­
cuit described in this review, demand work­
by definition. Further, resistance to change
may occur when changes take place in re­
lated systems and the changes are not inde­
pendent of one another: For example, stim­
ulus and response may originally be coupled
as in a defense reaction-that is, internally
constrained by a preexisting neuronal model.
In such a situation, a change in state is pro­
duced only when the input and output sys­
tems become uncoupled by the hippocampal
circuit. In a distraction situation, mainte­
nance of state involves loosening an external
constraint as we have seen, and the un­
coupling of arousal and activation, thus in­
creasing internal constraint. As an analogy,
change in blood sugar level may be depend­
ent upon, or constrained by. change in os­
motic pressure and basal temperature and
motor activity so that the behavior of an
organism must be analyzed in relation to
such constraints (see for example, McFar­
land. 1971).

The constraints operating in a svstem can
often be expres~ed in terms of integrable dif­
ferential or algebraic equations. in which case
they are known as "holonomic constraints."
HolonomicaJly constrained systems allow
description in terms of "the number of gen­
eralized coordinates required to describe the
state of the system and this number is known
as the 'degrees of freedom' of the svstem"
(McFarland, 1971, p. 217). In systems
showing holonomic constraints. it should
therefore be possible. in principle. to measure
resistance and therefore the effort necessarv
to overcome the resistance. For instance. i~
discrimination reversal and in delaved alter­
nation, the rate of extinction of the hippo­
campal theta peak to the previously rewarded
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FIGURE 10. Comparison of response-locked ac­
tivity evoked in temporal cortex when monkeys
are performing (90% correct) color (top panels)
and pattern (bottom panels) discrimination. The
average evoked response (300 trials) was produced
by the stimulus configuration shown in the diagrams
between the panels. Each tracing =250 msec prior
to and 250 msec just after each response. Note that
during the, color discriminations the 1st and 4th
(and the 2nd and 3rd) traces are similar, while
during pattern discriminations the 1st and 3rd
(and 2nd and 4th) traces are alike. These similar­
ities reflect the position of the color cues in the
color task and the position of the patterns in the
pattern task. Position per se, however, is not en­
coded in these traces. Note that this difference oc­
curs despite the fact that the retinal image formed
by the flash stimulus is identical in the pattern and
color problems. (Abbreviations: R+ =Red rein­
forced; G+ =Green reinforced; C+ =Circle rein­
forced; S+ = Square reinforced.)

stimulus might be used quantitatively in mea­
suring the resistance involved in switching
attention from one cue to another. In a
selective attention experiment, where first
one then another dimension of a multidimen­
sional cue is reinforced ( see Figure 10 ;
Pribram, Day, & Johnston, in press; Roth­
blatt & Pribram, 1972), recording of hip­
pocampal theta and mapping cortical CNV
or desynchronization during the changeover
from one dimension to the other might be
similarly useful. Neurologically, this mea­
sure of resistance would reflect the rate of
release from entrainment of rhythmic pro­
cesses by a temporary dominant focus or

pacemaker. The problem is at the forefront
of our capacity to conceptualize it; however,
the direction in which conceptualization must
proceed has been given: We must ascertain
whether the constraints operating in a par­
ticular behavioral system are holonomically
related and determine the number of coor­
dinates that are required to describe it (the
degrees of freedom involved). We can then
perform rigorous quantitative experimental
analyses of changes of state (transforma­
tions) of each of the coordinate subsystems
and thus finally arrive at the resistance of
the system as a whole and the effort involved
in overcoming this resistance. E. Roy John
(Bartlett & John, 1973 ;John, Bartlett, Shimo­
kochi, & Kleinman. 1973). Adey (1967).
Callaway and Harris (1974), and our lab­
oratory (Pribram, Day & Glick, in press)
have begun this type of analysis and initial
results, at least, are promising.

This review has dealt with initial specifica­
tion of the locus of resistance in the attention
mechanism. We have outlined in a very pre­
liminary way that at least two major subsys­
tems, a visceroautonomic "arousal" and a
somatomotor "activation" mechanism, must
be considered. We have also reviewed the
evidence for a control mechanism operating
on each system (the amygdala circuits for
arousal: basal ganglia for activation) and a
mechanism (the hippocampal circuit) that
operates to overcome the constraints which
would ordinarily maintain a tight join be­
tween stimulus and response and thus keep
these two control systems from functioning.
We have suggested that overcoming these
constraints may demand effort. Whether the
constraints in attention operate holonomically
or nonholonomically remains to be deter­
mined; but the techniques for determination
are available. Should it turn out that con­
straints can be expressed or even approx­
imated in terms of integrable differential
equations, a measure on cognitive effort
would be attainable.

Whether the attention comes by grace of genius
or by dint of will. the longer one does attend to a
topic the more mastery of it one has. And the
faculty of voluntarily bringing back a wandering
attention. over and over again. is the very root of
judgment, character, and will (James, 1950, p. 424).

•
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