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The lesues

The fact that items in memory (engrams) become Co Some extent

distributed in braio systems (see, w®.g., Lashley, 1950), has let to & search

for wmechanisms that mwediste distribution. Among such mechanisss, the

holegraphic hypothesis of brainm function (Pribram, 1966, 196%a, 1971; Pribram,

HWuwer & Barom, 1974) in memory and perception has stirred a considerable

amount of controversy (see, e.g., Arbib, 1972) which has sSometimes become

manifest in overweaning interest (Psychology Today, Feb,, 1979; BRe-vision,

Summer/Fall, 1978; QOwni, Oct., 1982) and &t others in simply being ignored

(e.g., Edelman & Mountcastle, 1978). In cthe brain/behavioral sciences the
tendency is to lateh on to a coacept and try to make it do more than the
évidence warrants: The thalamie theories of emotion and the all encompassing
and often unspecified role of the reticular formation in emotion, motivation,
thought, learning, decision making, consciousoess and attention come Lo mind
as historically interesting examples. There is good reason, therefore, to
review once again what the holographic hypothesis is about, its basis, its
claims and limitations, and to juxtapose this review with one that deals with
the formation of localized neural programs which operate om the mnon-local
input &tore. A clear scatement concerning what the holographic hyporhesis is
not about can alss be helpful.

Let us begin with this last item --- what the holographic hypothesis is

pot. It is not a theory or model addressed to "how the brain worka" in
general. It does pot sim to account for all brain physiology nor all of the

problems of psychology.
say abour the orderly

readily by recourse to models based on

For exzample, the holographic hypothesis has litctle to
sequencing of behavior vhich is explained much more

computer programeing (see, e.g.,
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Miller, Galanter & Pribram, 1960). Evidence for localized storage of programs
is reviewed in Part II of this chapter,

Hor does the holographic hypothesis of brain fuoccion take as its
primary model the optical hologram. Both the optical hologram and aspects of

brain Function are considered to be instantiations of GCabor's mathematical

proposition that encoding the Fourier or related transforms of & display
allows imape reconstruction of pgrester resolution than that provided by
encoding the image per se. 4An additional instantiation of this mathematics is
performed when digital computers perform (by way of the Fast Fourier
Transform-FFI) image recomstructions as in tomography (CT scans -—
computerized tomography).

Furthermore, the holographic hypothesis of brain funcrion does Dot
claim to contradiect the localization of neural processes within systems of the
brain. As we ghall see, both local and non-local neural fupctions depend on
precisely arranged connections between brain snd peripheral structures, and
between brain systems. Such connectioms determine what is encoded in the
several brain eystems, a topic reviewed inm Part II of this chapter. By
contrast, the holographic hypothesis addresses Cthe ilotrineic connectivity
within each system which determines how events become encoded. The
strongest form of the holographic hypothesis is based on the Fourier transform
but weaker forms adeit of cascades of convolutions (see, e.g., Gabor, 1946),
of averaging over Laplacians of a Gaussian distribution, and similar linear
trans forms.

What then does the hypothesis claim? The hypothesis claims to provide a
model at the neurological level that accounts for the spparent diecribution of
memary storage; the vast capacity of thatr storage; the imaging capsbility of
human sensofry systems and some of the properties of associative recall. The

hypothesis does not claim exclusivity (i.e., that other models cannot account
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for these phenomena) but since it can be manipulated independently of braim it
can provide insights into the necessary conetraints such models must embody.
Such "in vitro" procedures are successfully applied in other sciences (e.g.,
biochemistry, vwhere reactions can be examined in test tubes apart from the
biological context in which they occur).

Finally, although the mathemacical expressions (forms of orcthogonal
polynomiale) that describe the theory are koown as spread fumctions and their
optical realization in photography can result in a boundariless distribution
of informacion on film, these global transforms are mot the only form of
helegraphy. In radic-astronomy [e.g., Bracewell, 1965) and radar
applications, as well as in comstructing wmultiplex optical holograms, strips
or patches of holographically transformed information are spliced to provide
not only a three-dimensional image (as in ordinary helegraphy) but also a
moving image. A# we shall see, such pateh, etrip or multiplex holograms,
represented mathematically by Gabor and not Fourier transforms, provide models
mere in consonance with the brain facts than aoy globally discributed eystem.
Host of the objections that have been formulated (see, e.g., Julesz & Caelli,
1979) have addressed the limitations of global Fourier transforms to deal with
poychophysical data.

These don'te and do'e have characterized the model from its inception.
Over the 20 wears that have intervened, however, these characteristics have
become articulated in more precise terms and data have accumulated in support
of the model,

The firet part of this paper will be concerpmed for the most part with
these accumulations of data, Most of rhe data vere not gathered with Cche
model in mind, And the wodel iteelf did not originate in brain/behavior
studies bur from the problems posed by morphogenesis during embryclogical

development: Structural theories based on the principle of chemical gradients
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and resonances that "tunme" specific locations in cytoplasm as inducters for
organelles have been influential in embryclogy since before the turn of the
century (see, e.g., Jacques Loeb, 1907, and Paul Weisa, 1939). 1Ia 1906,
Goldscheider wsuggested that the structures of perception and memory might be
gimilarly constructed by resonsnces samong wave fronts created by sensory
inputs in brain, especially cortical, tiseue, In 1942, Lashley adopted Cthis
view as an alternative both te Kbhler's field (as stated in final form inm
1958) and to & localizationist wview in which one percept ©r engram, On0e
feature of experience, is matched to one neuron or neuron assembly. Lashley
a4 never sl:;nfiud with this adoption because he could not envision the
specific mechanisms which would give rise to resonant (and interfering) wave
fronts inm brain tissue and, equally important, how these, in turn, might be
responsible for the structures Cthat comprise perception and engram. He
nonetheless held to the viev that neither field mor localizacion (as, e.g., in
the sophisticated development by Hebb, 1949) could asccount for the complex
relationship between brain anstomy and phenomenal experience or deal
adequately with the encoding of memory.

The holographic hypothesis provides specific mechanisms which can give
rise to resonant (and interfering) wave fronts (which can as well be viewad im
statistical terms a8 composed of wectors in matrices or latices of neural
events in brain tissue) and demonstrates hov Cthese in turn might be
responeible for the images that comprise perception and the distributed
engrams that make up the mamory store. In order to fully display the utilicy
of the model, it will be contrasted with two other major classes of proposals,
field theory and feature correspondence theory, which until very receatly
provided the only major alternative classes of models. Field theory is shown
wanting with respect to perception although it plays an important rtole in

learning. The chapter then procedes to apply the results of research on
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feature correspondence and holographic emcoding to object perception, which is
found to depend on the interaction of the sensory with the motor mechanisms of
Part II procedes to detail the operations of further stages of

the brain.

motor-like programming to constitute the cognitive operations embedded in

varipus techniques of learning and memory encoding.



PART 1: FIELDS, FEATURES AND NEURAL HOLOGRAPHY

In the introduction it was noted that umtil the immediate present there
really have been only three classes of neural mechanisms proposed f[o explain
the properties of perception, The three may, for coovenience, be labeled
field theoretic, feature correspondent, and holographic.

Wolfgang K¥hler proposed that direct current (D.C.) fields were set
up in the brain cortex by sensory stimulation and that these fields were
isomorphic with, i.e., had the same shape as, the phenomenally perceived
Bt imulus, Kbhler and Wegener (1955) showed <that in fact sensory
gtimulacion did result im D.C, shifte and inm our laboratory we showed Chat
such shifts were accompanied by desynchronizetion of the electrocorticogram
(Cuemit, 1960),

However, #&everal experiments which throw doubt om the relatiooehip
between such shifts and perceptual performance were performed by Lashley, by
Sperry, and by Pribrawm. In these experimente gold folil was placed over the
surface of the cortex (Lashley, Chow & Semmes, 1951); wica strips were
implanted in cross-hatched cortex (Sperry, Miner & Myers, 1955), and aluminum
hydroxide cream imjected in minute amounté into the cortex to produce gross

aboormalties (Pribram, 1951; Krafc, Obrist & Pribram, 1960; Stamm & Knight,

1963).
Figures 1 and 2 about here
In none of these experiments did the asnimsls show any change in their
ability to discriminate smong cues ——— groes alteration of the cortical D.C.

field was pot accompanied by sany gross change in perceptual performance.

These findings take additional meaning from the fact that the aluminum

".P.



hydroxide cream implamtation produced a five-fold retardation of learning and
that imposing direct currents acress cortex impairs (vhen cathodal) and
enhances (when anodal from surface to deptk) learning (Stamm & Rosen, 1972).
Direct current fields are thus shown capable of biasing learning rate; and at
the same time such fields seem to be unrelated to the structuring of percepts.
We turn therefore to the evidence for feature correspondence and holographic
encoding for explanactions of the neural mechanisms responsible for perceptual

phenomena.

Feature Correspondence Theory

Definition

Field theory and feature correspondence concepts either explicitly or
implicity dimply a brain-perceptual isomorphism. In the case of feature
correspondence isoworphism is thought to be established when a particular cell
or cell assembly respoods wuniquely to & feature of the phenomenally
experienced 1mage =-—- 1,e., & feature of the imaped object is decected. It 1as
then assumed that the organism's response to the total object is composed by
convergence of the outputs from a set of feature selective elements oake a
higher level neuroperceptual wnit =-- a “pootifical"™ cell or cell assembly
composed of like elements ("cardinal cells).

In the late 1950's and early 1960's Hubel and Wiesel (e.g., 1859)
discovered that the center-surround organization of the dendricie
microstructure of cells (their receptive fields) in the peripheral wisual
system became elongated. Further, they presented indirect evidence that this
elongation might be due Co convergence onto the cortical cells of fibers from

cells with center-gurround receptive fields. Their demonstration emphasized
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that cells io the visual cortex responded best to bars of light presented in
specific orientations, It was easy to generalize these findings into a
Euclidian geometry of brain function: points to oriented limes, to curves and
planes, to complex figures of all sorcts. The search for feature detectors was
o .

The results of the search were by no means meager. For instance, one
cell in monkey cortex was found to respon maximslly to & monkey's hand {(Cross,
Bender & Rocha-Miranda, 1969); enother cell was shown to respond best when a
stimulus was repeated six times (Groves & Thompson, 1970); still others
appeared to be activated largely by vocalizations of their own species (Maurus

& Ploog, 1971).

Features Extracted From Moise

There is a considerable body of evidence which supports the conception
that at least some of the feature properties matrix are inborm (see, e.g.,
Wiesel & Hubel, 1965a, 1965b; Chow, 1961, 1970; Ganz, 1971). True, these
properties must be exercised in an ordipnarily rich eavironment lest they
deteriorate and/or develop aboormally (Wiesel & Hubel, 1965a, 1965b;
Pettigrew, 1974). And there is some additional tuning that cam occur as a
result of specialized environmental inputs (Hirsch & Spioelli, 1970;
Blakemore, 1974). In the context of phencmenal perception, these data can be
taken to indicate that a feature matrix is & relatively stable property of the
organism's sensory (receptor to cortical) system. Tuning of elements in that
matrix by sensory input from the environment is feasible, but the elements to
be toned are charscteristic of the organism.

An sdditional experimental result bears om this issue: Sutter (1976},
in my laboratory, identified & eortical unit with simple receptbive field

properties and then scimulated it with wisusl white noise, created by a random
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preésentation of spots on & TV wonitor. The experiment was undertaken Eeo
determine whether the response of the cell was linear (i.e., whether all of
the wvariance could be accounted for by the first kernel of a Wiener
polynomial). Much to our surprise, within the first 30 milliseconds the cell
responded only to those spoté within its receptive field, exactly as it does
to the conventional wmapping procedure wsing & lines in particular
orientations., Ten milliseconds later an inhibitory flank appeared, as would
be predicted for simple receptive field properties from incracellular
recordings (Creutzfeldc, Kuhnt & Benevento, 1974). In effect, the cell
extracted the features "elongation™ and “orientation" from noise on the basis
of 1t& owan propemsities,. Similar reselts were obtained for frequency
selection in the auditory system (Hosford, 1977). Clearly, the cells are
selecting from the multiform sensory input only these properties to whieh

they are sensitive,

Figures 3 and 4 about here

The Conjoining of Features by Single Neuroms

The specific selectivities of neurones can be misleading, however, if
they are interpeted as showing that the cells in question function as feature
detectors, To serve as & detector, the output of the cell must uniquely
reflect the input feature and thie is only occasionally the case. More often
a cell responds to a variety of feature triggers. In the visual system, for
example, a cell which responds selectively to lines in a specific orientationm,
will wodify that response with a change in luminance, with the direction of
movement of those lines and the velocity of such movement (Spinelli, Pribram &

Bridgeman, 1970; Pribram, Lassonde & Prito, 1981). Futhermore, that very same
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cell may show a different response to color and even be tuned to a specific
avditory frequency (Spinelli, Starr & Barrece, 1968). Finally, the oumber of
lines, their widths and spacings, &lso influence the responge of Che cell
which suggests that "stripes" rather than "lines" form the critical stimulus
dimension for their orientation selectivity (DeValois, Albrecht & Thorell,
1979;: Glezer, Ivanoff & Tscherbach, 19%73; Hovshon, Thompeom & Tolhurse,
1978a,b,c; Pollen & Taylor, 1974; Schiller, Finlay & Volman, 1976). More of
this in & moment.

Findings such &s these, and they are equally true of other systems (see,
€.g., Evans, 1966), for cells in the auditory cortex) make untenable the view
that these cortical cells are simple detectors of features. Hometheless, each
cell is selectively responsive to wvariety of highly specific stimulus
dimensions, the “feature triggers.”" Some of these dimensions appear to be
mapped imto recognizable patterns io adjacent cells -— e.g., orientation
selectivity has been related to the columnar structure of cortex (Hubel &
Wiesel, 1977) and selectivity to line width and spacing has been reported to
be a fumction of cortical layers (Maffei & Fiorentini, 1973). Other stimulus
dimensione such &s the tuning of ¢ells in the wvisual cortex to auditory
frequencies are distributed without any apparent regularity over much wider
expanses of cortex. These distributed forms of organization become especially
evident when recordings are made from groups of neurons when problem solving
is being investigated (Johm, Barctlett, Shimokochi & Kleioman, 1973; Gross et
al., 1979; Pribram, Spinelli & Kamback, 1967).

The wiew obtained from the results of these studies is that, rather than
feature detection by single newrons, socme sort of feature selection 1is
affected by neuron networke. For example, at the time Hubel and Wiesel
discovered the orientation selectivity of receptive fields of celle in the

visual corcex (1959) they alsc described addicional properties called simple,
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complex, and hypercomplex by which various receptive fields could be
distinguished. (The simple property is characterized by an elongated
ﬂltitltnl;]f band flanked by one or more inhibitory sidebands; the complex
property by a more homogenous excitatory field; the hypercomplex property by
end-gtopping of the excitatory band by inhibicion.) These discoveries have
led to the almost universsl interpretatiom that the neurone of the visual
cortex can be classified according to their receptive field properties.

Based on this seminal work of Hubel and Wiesel in the late 1950's, which
assigned cells teo categories such as concentric, eimple, complex, and
bypercomplex (1959, 1962), & series of studies were begun in our laboratary
during the mid 1960's (Spinelli & Barrett, 1969; Spinelli, et al., 1970;
Phelps, 1973, 1974). We attempted to make 8 quantitative assessment of the
nature of the properties defining these categories by using & computer
controlled experimental situatiom in which single, double, and multiple spots
and lines were drifted geross the wisual field of cars and monkeys. Im this
way the receptive field of & cell could be accurately mapped becasuse Che
computer "knew" where the spots or lines were located and could assign the
response of the unit to that location inm a set of bins that rtepresented the
possible locations in which the spot(s) or line(s) might appear. In addition,
elementary sensitivities of the cells to such stisuli as coler, and the
direction and velocity of movement were assesged.

The most striking result of these and subsequent experiments (Pribra= et
al., 198l) was the fact that each cell in the primary visusl projection cortex
has multiple selectivities and that the cells differed in the combinaticns
of these selectivities. Thus it became impossible to classify the cells ---
only the properties of a mnetwork of receptive fields were amenable Eto
specificarion and classification. These properties were to & large extent,

though not exclusively, charascterized by the elementary stimuli that vere used
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to study the receptive field network. In short, each neuron in the primary
visual cortex has already conjoined elementary sensory properties in some
characteristic combination.

Here are some examples: G. H. Henry (1977) has noted, i-_n deveral
thousand explorations, hypercomplex properties (i.e., &n inhibition when
elongation of the structure extends beyond certainm limits) were found enly
rarely and that when present, the receptive field also showed either complex
(i.e., responsive to such a stimulus anywhere in ite receptive field) or
simple (i.e., showing excitatory and inhibitory regions within its receptive
field) properties. Schiller, Finlay, and Veolman (1976) found soc wmany
properties for each neurca they examined that they attempted classification
via a multidimensional statistical analysis. Though not undertasken by them,
Henry's and Schiller's approach, drewn to ite logical conclusion Tresults in &
classification of receptive field (i.e., network) properties mot a
classification of single neurons (Pribram et al., 1981).

Thus any conceptualization based oo the idea cthat sensory feature
elements are kept isolated im the primary visual projection systems is wroog.
Whatever the nature of feature analysis end of channel separstionm, it is pot
due to & limited line, meuron to neurcn sechanism,

Let me repeat this point once again for it is eritical to &oy
understanding of the issue of whether perception is constructed by conjeining
features which are inithe cell. Some of these cells in the visual cortex are
even selectively tuned to acoustic frequencies (Spinelli, Starr & Barrect,
1968) and groups of neurons and even single cells show late responses
{300—&00 msec after a stimulus is presented) only te a rewarded cue in a
problem solving situation (Pribram et al., 1967; Bridgeman, 1982).

This conjoining of properties im & receptive field of & neursn does not

mean however that each neuron represents those comjunctionms which charscterize
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